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Your Question:   

You asked about policies regulating the use of artificial intelligence (AI) technologies in education. 

Our Response:  

The rapid growth of AI has urged state legislators to develop policies and guidelines related to the integration and 

responsible use of these technologies in schools. In February, the Southern Regional Education Board (SREB) AI 

Commission published a set of seven recommendations aimed at guiding states, schools and higher education 

institutions in the adoption of AI. The seven recommendations include:  

1. Establish state AI networks so people, groups and agencies can connect, communicate, collaborate and 

coordinate AI efforts across each state. 

2. Develop targeted AI guidance for distinct groups using, integrating or supporting the use of AI in education. 

3. Provide high quality professional development by working with local districts and institutions to develop 

plans to provide and incentivize high-quality professional development for AI.  

4. Integrate into standards and curricula the AI knowledge and skills students need to prepare them for success 

in the workforce. 

5. Assess local capacity and needs to determine the capacity of local districts, schools and postsecondary 

institutions to integrate AI successfully. 

6. Develop resource allocation plans for AI implementation in schools, school districts and institutions of 

postsecondary education to ensure that the implementation of AI is successful, sustainable and available to 

all students. 

7. Assess risk management to reduce risks associated with AI. States should establish statewide artificial 

intelligence networks so people, groups and agencies can connect, communicate, collaborate and coordinate 

AI efforts across each state. 

SREB will continue to publish new recommendations as the AI Commission approves them. 

Overreaching Policies Relating to AI 
Many of the polices and guidelines related to AI’s use in education stem from more overarching policies applicable to 

all state agencies, including:  

● District of Columbia. Mayor’s Order 2024-028 (2024) articulates six overarching benchmarks that D.C. 

agencies must consider when deploying an AI tool and establishes an AI taskforce and advisory group.  

● Maryland. Executive Order 01.01.2024.02 (2024) establishes the AI Subcabinet and directs state efforts to 

catalyze the responsible and productive use of artificial intelligence by state agencies. 

● Washington. Executive Order 24-01 (2024) requires the state to develop guidelines related to state use of 

generative AI to ensure its ethical and transparent use. This includes how government may procure, use and 

monitor the use of generative AI. 
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https://www.dcregs.dc.gov/Common/NoticeDetail.aspx?noticeId=N134930
https://governor.maryland.gov/Lists/ExecutiveOrders/Attachments/31/EO%2001.01.2024.02%20Catalyzing%20the%20Responsible%20and%20Productive%20Use%20of%20Artificial%20Intelligence%20in%20Maryland%20State%20Government_Accessible.pdf
https://msa.maryland.gov/msa/mdmanual/08conoff/cabinet/html/ai.html
https://governor.wa.gov/sites/default/files/exe_order/24-01%20-%20Artificial%20Intelligence%20%28tmp%29_0.pdf
https://watech.wa.gov/sites/default/files/2024-10/WA_State_GenAIReport_FINAL.pdf
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Policies Related to AI in Education  

While states are exploring what opportunities AI offers to enhance learning, policymakers are seeking to understand 

how to maximize benefits and minimize risks associated with this evolving technology. 

● California S.B. 1288 (Enacted, 2024) requires the Superintendent of Public Instruction to establish a working 
group focused on AI integration in schools. The group is required to develop guidance and a model policy for 
safe and effective use of AI in educational settings.  

● The Connecticut State Department of Education launched an AI instruction pilot program in seven school 
districts, lasting from January to June 2025.  

● Florida H.B. 1361 (Enacted, 2024) aims to expand the use of artificial intelligence by charging the University 
of Florida Lastinger Center for Learning to collaborate with school districts and award grants to eligible school 
districts. The bill specifies that these funds may be used for subscription fees and professional learning to 
support and accelerate learning for students in grades 6 through 12, and it appropriates $2 million in 
recurring funds from the General Revenue Funds to the Center for the grant program. 

● Nebraska L.B. 1284 (Enacted, 2024) establishes the Dyslexia Research Grant Program. Funds are to be used 
for the purpose of researching the use of artificial-intelligence-based writing assistance by individuals with 
dyslexia.  

● The New Jersey Department of Education launched two grant programs to encourage the use of AI in 
instruction, funded by $1.5 million in Gov. Murphy’s budget. The “Artificial Intelligence Innovation in 
Education Grant” will fund AI-driven classroom initiatives in 10 school districts, while the “Expanding Career 
Pathways in Artificial Intelligence Grant” will help two vocational school districts to create, develop and 
publish an AI and robotics curriculum.  

● In January 2025, the Pennsylvania Advisory Committee to the U.S. Commission on Civil Rights published a 
policy brief analyzing AI’s potential impact in K-12 classrooms. The report highlights AI’s potential to enhance 
data, expand online learning in rural areas, support students with IEPs, supplement learning, while also 
addressing risk mitigation. 

● Tennessee H.B. 1630 / S.B. 1711 (Enacted, 2024) requires the board of trustees of each public institution of 
higher education and the governing body of each local education agency and each public charter school to 
adopt a policy regarding AI used by students, faculty and staff for instructional and assignment purposes. 
Requires each LEA and public charter school board report such adopted policies and methods of 
enforcement to the department of education for the 2025-26 school year. 

● Virginia Executive Order 30 (2024) enacts AI Policy Standards and Guidelines for AI Integration throughout 
Education which include guiding principles, strategies for success, and roles/responsibilities, as key 
components for guidelines for AI integration through education.  

Policies Related to Data Security and Privacy 

States are weighing the advantages and risks of emerging technologies, especially relating to data security and 

privacy in education settings. The Consortium for School Networking (CoSN) State and Federal Cybersecurity Policy 

and Education Report highlights that lawmakers in 42 states proposed 258 cybersecurity-related bills, with 29 

becoming law in 2024.  

https://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_id=202320240SB1288
https://portal.ct.gov/sde/press-room/press-releases/2025/csde-launches-groundbreaking-artificial-intelligence-pilot-program
https://www.flhouse.gov/Sections/Bills/billsdetail.aspx?BillId=80082&SessionId=103
https://lastinger.center.ufl.edu/
https://nebraskalegislature.gov/bills/view_bill.php?DocumentID=55278
https://www.nj.gov/education/news/2025/NewJerseyDepartmentofEducationAnnouncesGrantAwardstoSupportArtificialIntelligenceInnovationinEducation.pdf
https://www.usccr.gov/files/2025-01/policy-brief_2024-ai-in-education_pa.pdf
https://wapp.capitol.tn.gov/apps/BillInfo/Default.aspx?BillNumber=HB1630&GA=113
https://wapp.capitol.tn.gov/apps/BillInfo/default.aspx?BillNumber=SB1711&ga=113
https://www.k12dive.com/news/school-districts-develop-ai-policy/712791/
https://www.governor.virginia.gov/media/governorvirginiagov/governor-of-virginia/pdf/eo/EO-30.pdf
https://www.vita.virginia.gov/artificial-intelligence/
https://www.education.virginia.gov/media/governorvirginiagov/secretary-of-education/pdf/AI-Education-Guidelines.pdf
https://www.education.virginia.gov/media/governorvirginiagov/secretary-of-education/pdf/AI-Education-Guidelines.pdf
https://www.cosn.org/wp-content/uploads/2025/01/State-and-Federal-Cybersecurity-Policy-and-Education-in-2024-CoSN-v3.pdf
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The report underscores increasing awareness of the integration of AI and cybersecurity challenges facing K-12 

schools, including safeguarding student data and promoting secure digital learning environments. CoSN recommends 

policymakers mitigate risks through regular assessments of AI’s cybersecurity implications, the integration of AI in 

cybersecurity monitoring, the development of AI security standards, cross-sector collaboration on emerging threats, 

and regular policy updates to keep pace with evolving technologies.  

● Indiana S.B. 150 (Enacted, 2024) establishes an AI taskforce and integrates AI and cybersecurity in education 

by enabling schools to adopt cybersecurity policies aligned with state guidelines, enact mandatory training 

and create technology usage policies. It also permits state agencies to submit an inventory of AI technologies 

in use or under consideration and clarifies state and local government ownership of records. Beginning in 

2027, institutions connecting to state technology infrastructure must complete cybersecurity assessments 

every three years and ensure ongoing compliance with state standards. 

● Rhode Island Executive Order 24-06 (2024) establishes an AI Center of Excellence, charged with creating 

policies related to AI use and security. Creates a Chief Data Officer role, responsible for data operations, data 

quality and standards. The EO provides for the creation of a statewide data platform to provide access and 

use data and leverage best practices from existing data systems.   

Task Forces and Commissions on AI 
An increasing number of states have created AI task forces or commissions via executive action or legislation. The 

task forces and commissions are primarily centered around the goal of advancing policy recommendations related to 

proper use of AI.   

● Alabama Executive Order 738 (2024) establishes the Governor’s Task Force on Generative Artificial 

Intelligence to recommendations related to the responsible deployment of GenAI in state government.  

● Delaware H.B. 333 (Enacted, 2024) creates a commission tasked with making recommendations to the 

General Assembly and Department of Technology and Information on AI utilization and safety.  

● Texas H.B. 2060 (Enacted, 2024) creates the Artificial Intelligence Advisory Council tasked with studying and 

monitoring AI that is used by Texas state agencies.  

● Utah H.B. 168 (Introduced, 2025) would create Artificial Intelligence in Education Task Force to provide 

guidance and recommendations regarding AI implementation and policy in education.  

● Washington S.B. 5838 (Enacted, 2024) establishes an Artificial Intelligence Task Force with the objective of 

assessing current uses and trends of artificial intelligence, and making recommendations to the Legislature 

regarding guidelines and potential legislation for the use of artificial intelligence systems.  

● West Virginia H.B. 5690 (Enacted, 2024) creates the West Virginia Task Force on Artificial Intelligence with a 

breadth of responsibilities including the development of model policy for AI in schools.  

Postsecondary and Workforce Development  

States and postsecondary systems seek to understand how AI will impact instruction, operations and the job market. 

For a high-level look at implications, EDUCAUSE released their second report on the AI landscape in higher education 

in February 2025. Below are key findings of the report: 

● There was an eight percentage point increase of respondents who agreed that AI is a priority at their 

institution (57% compared to 49% in 2024).  

https://iga.in.gov/legislative/2024/bills/senate/150/details
https://governor.ri.gov/executive-orders/executive-order-24-06
https://governor.ri.gov/executive-orders/executive-order-24-06
https://governor.alabama.gov/newsroom/2024/02/executive-order-738/
https://aitaskforce.alabama.gov/
https://aitaskforce.alabama.gov/
https://www.legis.delaware.gov/BillDetail?legislationId=140866
https://capitol.texas.gov/tlodocs/88R/billtext/html/HB02060I.htm
https://aiadvisorycouncil.texas.gov/s/
https://le.utah.gov/~2025/bills/static/HB0168.html
https://app.leg.wa.gov/billsummary?BillNumber=5838&Year=2023&Initiative=false
https://www.atg.wa.gov/aitaskforce
https://www.wvlegislature.gov/Bill_Status/bills_text.cfm?billdoc=hb5690%20enr.htm&yr=2024&sesstype=RS&i=5690
https://technology.wv.gov/policy-governance/artificial-intelligence
https://www.educause.edu/content/2025/2025-educause-ai-landscape-study/introduction-and-key-findings
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● Eleven percent of respondents reported their institution has no AI-related strategy. 

● The most common elements of AI-related strategy at higher education institutions are training for faculty 

(63%) and staff (56%) followed by making AI tools more accessible (50%). 

● Thirteen percent of respondents reported that AI has not impacted their institution’s policies and guidelines.  

● Forty-six percent of respondents shared that new guidelines are being created that consider AI. 

● Nine percent of respondents viewed their institution’s cybersecurity and privacy policies to be sufficient in 

addressing the privacy risks related to AI. 

● Two percent of respondents said new sources of funding are covering the new AI-related costs within their 

institution.  

The following examples demonstrate the range of activity at the postsecondary policy or institution level.  

• The Michigan Statewide Workforce Plan (2024) expands access to certificates and degrees that equip 

residents for success in a growing technological society. Aims to increase the percentage of adults with a 

certificate or degree from 51% to 60% by 2030. 

• Minnesota State, consisting of 33 public institutions, released an AI guidance document on policy 

intersections, considerations, and recommendations. Thes recommendations can inform institutional efforts 

to develop their own generative AI tools. Many include agreements with technology conglomerates to 

ensure that the tools remain internal to the university and not available to the public.  

• New Jersey S. 3432 (Enacted, 2024) invests in AI statewide, offering tax credits to eligible businesses where 

at least 50% of employees work on AI-related tasks. Encourages partnerships with state educational 

institutions to support employment in technology sectors. 

 

Massachusetts Institute of Technology has a task force on the Work of the Future to learn how the continued growth 

of AI will change the skills and work required by employees and businesses. Postsecondary institutions are 

developing undergraduate, graduate, and professional degrees in AI, as well as tailored professional development 

opportunities to meet current and future demands. 

● University of Pennsylvania B.S.E. in Artificial Intelligence 

● Carnegie Mellon University B.S. in Artificial Intelligence 

● Purdue University B.A., B.S. or M.S. in Artificial Intelligence 

● George Washington University D.Eng. in Artificial Intelligence & Machine Learning 

● Michigan Virtual Custom AI Training (virtual or in-person) 

● One-on-one trainings available from the University of Iowa Office of Teaching, Learning, and Technology 

State Agency Guidance 

Increasingly, state education agencies and boards of education are issuing guidance pertaining to AI in education. The 

guidance documents range from brief overviews to extensive frameworks. Here is a sample of states’ AI guidance:  

● California; Learning with AI, Learning About AI. 

● Colorado; Roadmap for AI in K-12 Education. 

● Delaware; Generative AI in the Classroom. 

https://www.michigan.gov/leo/-/media/Project/Websites/leo/Documents/MWDB/MI-State-Workforce-Plan.pdf?rev=c625cfcf3a314189be93694c987cf65e
https://www.minnstate.edu/system/asa/innovations/docs/minnesota-state-generative-ai-guidance.pdf
https://www.njleg.state.nj.us/bill-search/2024/S3432
https://workofthefuture-taskforce.mit.edu/
https://ai.seas.upenn.edu/
http://coursecatalog.web.cmu.edu/schools-colleges/schoolofcomputerscience/artificialintelligence/
https://www.admissions.purdue.edu/majors/a-to-z/artificial-intelligence.php
https://www.purdue.edu/academics/ogsps/academics/graduate-degree-programs.html
https://online.engineering.gwu.edu/online-doctor-engineering-artificial-intelligence-machine-learning
https://michiganvirtual.org/ai/events/
https://teach.its.uiowa.edu/artificial-intelligence-tools-and-teaching#:~:text=Use%20of%20AI%20tools%2C%20including,of%20quoted%20material%20when%20appropriate.
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b669b48cbc4f24eb008747/1723230644443/Artificial+Intelligence+in+California_Learning+with+AI+Learning+about+AI.+CDE+September+2023.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b669c8da2f3c4be35cf7a3/1723230664968/Colorado-Roadmap-for-AI-in-K-12-Education_August-2024.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b669f7b7aafc138976e83e/1723230713888/delaware_generative_ai_guidance.pdf
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● Indiana; Artificial Intelligence Guidance. 

● Louisiana; Artificial Intelligence in Louisiana Schools. 

● Minnesota; Artificial Intelligence in Education. 

● Mississippi; Artificial Intelligence: Guidance for K-12 Education. 

● Oregon; Generative AI in K-12 Classrooms. 

● Utah; Artificial Intelligence Framework for Utah P-12 Education. 

● Washington; Human-Centered AI Guidance for K-12 Public Schools. 

Additional Resources 
● Resources for Policy and Guidance on AI in Education – Teach AI 

● An Ethical and Equitable Vision of AI in Education: Learning Across 28 Exploratory Projects – Digital 

Promise, 2024 

● Districts and AI: Tracking Early Adopters and What This Means for 2024-25 – CRPE, 2024 

● AI and Accessibility in Education  – CoSN, 2024 

● Generative AI for Education Hub  – Stanford University, 2025 
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https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b66a31b4fc91662f45099f/1723230770264/IN+AI+Guidance+Document+Updated.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/678fd3181dd8075948165d5e/1737478936269/LA+ldoe-ai-guidance.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b66b213e1e840b6c80b5a4/1723231009699/MN+Artificial+Intelligence+in+Education.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b66b300c95293c75edede7/1723231024695/MS+ai_guidance_final.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b66beb0b6c247bbd2d4335/1723231211468/Oregon_Generative_Artificial_Intelligence_%28AI%29_in_K-12_Classrooms_2023.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66d9bf006fefdf5c8e5b0521/1725546241040/Utah+AI_Framework_V2.pdf
https://static1.squarespace.com/static/64398599b0c21f1705fb8fb3/t/66b66c3665fce31854dae63c/1723231288038/WA+comprehensive-ai-guidance.pdf
https://www.teachai.org/policy-resources
https://digitalpromise.dspacedirect.org/items/3b03e97a-15db-447e-8587-95a5f2c1d13d
https://crpe.org/districts-and-ai-tracking-early-adopters-and-what-this-means-for-2024-25/
https://www.cosn.org/2024-blaschke-executive-summary/
https://scale.stanford.edu/genai

